Stat 2605 Tutorial 6

November 15, 2022

1. Suppose (X,Y) has joint pmf given by:

f(z,y) X
1 2 3
0/02 01 01

y |1]01 03 0

21 0 01 0.1
and zero otherwise. Find E (2X2Y + 1).

By properties of expectation,

E (2X*Y + 1) = 2E (X?*Y) + 1

As such, we should start by finding E (X 2Y).

E(X?Y) = ) 2% f(z,y)
reX
yey

(We can ignore all the terms where y = 0 and f(z,y) = 0 since 2%y - f(z,y) will be zero.)
= (12-1)(0.1) + (22-1)(0.3) + (22-2)(0.1) + (3%-2)(0.1)
= 0.1 + 4(0.3) + 8(0.1) + 18(0.1)

= 3.9

Finally,

E(2X?Y +1) = 2E(X?Y) + 1 =2(3.9) + 1 = 88

2. Suppose (X,Y) has joint pmf given by:
f(z,y) x

-1 01 02 0.05
y 01]027 01 0.15
1 0 003 01




and zero otherwise.

(a)

Are X and Y independent?

We know that X and Y are independent if f(z,y) = fx(z)- fy(y) ¥V (x,y) € R% As such, if
there is even one such (z,y) where f(x,y) # fx(z)- fy(y), then we can conclude that X and Y
are not independent.

We start by finding the marginal distributions. To find the marginal distribution of X, fx(x),
we fix X = z and sum over all the values of y, for each x € X.

0.1 +027+0 r =2 037 =2
02+ 01+003 x=3 033 =3
fx(z) = =
0.05 +0.15 4+ 0.1 x=4 0.3 z=4
0 otherwise 0 otherwise

Note that fx(z) is still a valid probability distribution since its probabilities sum to one.

We find the marginal distribution of Y, fy(y), in a similar fashion. We fix Y = y and sum over
all the values of z, for each y € ).

0.1 +02+4+005 y=-1 0.35 y=-1
0.27 + 0.1 +0.15 y=0 0.52 y=0
0+ 0.03 + 0.1 y=1 013 y=1

0 otherwise 0 otherwise

Again, we note that fy(y) is still a valid probability distribution since its probabilities sum to
one.

There are many pairs (z,y) that we can use to show that f(z,y) # fx(z)- fy(y). Let’s take

x=2and y=0.

f(2,1) =0
fx(2)- fy(1) = 0.37-0.13 # 0

As such, X and Y are not independent.

Show that E (XY) # E(X)E(Y).
E(XY) = > ay- f(x,y)

(We can ignore all the terms where y = 0 and f(x,y) = 0 since xy - f(x,y) will be zero.)
= (2-(=1)(0.1) + (3-(-1))(0.2) +

+ (3-1)(0.03) + (4-1)(0.1)

(4-(—=1))(0.05)

= (—2)(0.1) + (—3)(0.2) + (—4)(0.05) + (3)(0.03) + (4)(0.1)



= —0.51

E(X) = > z-fx(z) = (2)(0.37) + (3)(0.33) + (4)(0.3) = 2.93
reX

E(Y) =Y y-fry) = (-1)(0.35) + (0)(0.52) + (1)(0.13) = —0.22
yey

E(X)E(Y) = (2.93)(—0.22) = —0.6446 # E(XY)

3. Suppose (X,Y) has joint pdf given by:

x;—y O<z<2 0<y<l
flz,y) =
0 otherwise

(a) Find the marginal pdfs fx(z) and fy(y).

The marginal pdf of X is found by integrating the joint density over the support of Y (with
respect to y).

fx(x) = /f(w,y) dy
Yy
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x
fx(z) =43
0 otherwise

Notice that fx (z) is a function solely of z and its support only depends on z, as we have integrated
y out. It should be noted that fx(z) remains a valid probability distribution. We can verify this
by integrating fx (x) over its support and it should equal one.

The marginal pdf of Y is found by integrating the joint density over the support of X (with
respect to x).

fr(y) = / f(xy) de
X

3
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-(y+1) O0<y<l1
fy(y) = 3( )
0 otherwise

Notice that fy (y) is a function solely of y and its support only depends on y, as we have integrated
x out. It should be noted that fy(y) remains a valid probability distribution. We can verify this
by integrating fy (y) over its support and it should equal one.

Are X and Y independent?

By inspection, f(x,y) # fx(x)-fy(y) ¥V (x,y) € R2 Therefore X and Y are not independent.

Find the conditional mean E (Y | X = 1).

We first note that the conditional expectation of Y given X = x is defined as:

o0

E(Y|X =) = / Y- Frix—s(ylz) dy.

—00

As such, we should start by finding fy|x—.(y|z), which is obtained by using the conditional
probability formula.

1
fyix=c(ylz) = J;if{f; = 3;
3

for 0 < y < 1 (with an implicit assumption that 0 < x < 2 to avoid division by zero), and zero
otherwise. Given that X = 1, we have

11+y) 2
fyix=1(yl1) = 5 T = §(1+ZJ),
376
for 0 < y < 1, and zero otherwise.
[e.e]
EVX=1 = [y Sy
—00



Ol ot Wl

As usual, notice that since this was an expectation with respect to y, that there are no more ys
in our final answer. In addition, since x = 1 was assumed and fixed, our final answer does not
depend on z either.

4. Suppose that the distribution of the lifetime of a light bulb has an exponential distribution with a
mean of 900 hours. Find the probability that the total lifetime of 20 bulbs exceeds 22000 hours.

Let L represent the lifetime of a light bulb. As given in the question, L will have an exponential distri-
bution whose mean is 900 hours, i.e. E(L) = 900. By the properties of the exponential distribution,
we also have that Var (L) = (E(L))? = 900

Let T represent the total lifetime of 20 light bulbs:

20
T=> L
=1
Then:

20
E(T) = E (Z Li> (By definition of T")

i=1

=E(L) + E(L2) + ... + E(L2) (By properties of expectation operator)
=20-E(L) (Each L; is identically distributed)
= 20-900
= 18000
20
Var (T') = Var (Z LZ-) (By definition of T')
i=1
= Var (L;) + Var (L2) + ... + Var (Lgy) (Assume each L; is independent)



= 20- Var (L) (Each L; is identically distributed)

= 20 - 900°
Assuming that a size of 20 is sufficiently large, we apply the central limit theorem (CLT) which says:

T — pur T — 18000 .
7= = ~ N(0,1).
or V/20 - 9002 0.1)

T — 18000 _ 22000 — 18000
P (T > 22000) = P< )

>
V20 - 9002 V20 - 9002
~ P (Z > 0.9938)

=1 - P(Z<0.9938)

=1 — $(0.9938)
= 1—0.8398
= 0.1602

The probability of the total lifetime of 20 light bulbs exceeding 22000 hours is approximately 0.1602.

5. Suppose the random variable, X, has a Geometric(p) distribution, with pmf given by:

—p)*lp x=
f(x):{(l p)"'p 1,2,

0 otherwise

Find the mgf, Mx(t), and use it to find E (X).

Mx(t) = E (")

Let j:=2x—1. Then x = j + 1.
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— t<log<>
I—-p

(Alternatively, we can write ¢t < —log (1 — p).)

The first moment, E (X), is obtained by taking the first derivative of Mx (¢) and evaluating it at ¢t = 0.

/ o be
M) = ey
M) = & = - = B(Y)



