
Tutorial 5

February 27, 2020

Question 1
The weekly demand for propane gas (in 1000s of litres) from a particular facility is a random variable, X,
with pdf:

f(x) =

{
2
(
1− 1

x2

)
1 ≤ x ≤ 2

0 otherwise

(a) Compute the cdf of X.

F (x) =

x∫
−∞

f(t) dt

=

x∫
1

2

(
1− 1

t2

)
dt

= 2

x∫
1

1− t−2 dt

= 2
(
t+ t−1

) ∣∣∣∣t=x

t=1

= 2

((
x+

1

x

)
− (1 + 1)

)

= 2

(
x+

1

x
− 2

)

F (x) = P (X ≤ x) =


0 x < 1

2
(
x+ 1

x − 2
)

1 ≤ x ≤ 2

1 x > 2
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(b) Obtain an expression of the 100pth percentile.

Let η(p) represent the 100pth percentile. We can think of η(p) as some x-value on the x-axis of the
graph of the cdf. From the cdf of the previous part, we have the following relationship:

F (η(p)) = P (X ≤ η(p)) = 2

(
η(p) +

1

η(p)
− 2

)
= p

To obtain an expression for the 100pth percentile, we need to solve for η(p). For clarity, we will write
η(p) as simply η.

2

(
η +

1

η
− 2

)
= p

2η +
2

η
− 4 − p = 0

2η2 + 2 − 4η − pη = 0

2︸︷︷︸
a

η2 − (4 + p)︸ ︷︷ ︸
b

η + 2︸︷︷︸
c

= 0

Using the quadratic formula:

η =
−b±

√
b2 − 4ac

2a
=

4 + p±
√
(4 + p)2 − 16

4

Let η1 =
4 + p−

√
(4 + p)2 − 16

4
and η2 =

4 + p+
√

(4 + p)2 − 16

4

For 0 ≤ p ≤ 1, 1
2 ≤ η1 ≤ 1 but F (η) = p > 0 only for 1 < η ≤ 2. Since this does not agree with the

definition of our cdf above, η1 is not a valid solution.

For 0 ≤ p ≤ 1, 1 ≤ η2 ≤ 2. This agrees with the definition of our cdf above. Therefore an expression
for the 100pth percentile is:

η(p) =
4 + p+

√
(4 + p)2 − 16

4

(i) What is the value of the median?

The median is the 50th percentile =⇒ p = 0.5.

η(0.5) =
4 + 0.5 +

√
(4 + 0.5)2 − 16

4
= 1.64

(ii) 75% of demand is above what value?

75% of demand above some value means that we are looking for the 25th percentile =⇒ p = 0.25.

η(0.25) =
4 + 0.25 +

√
(4 + 0.25)2 − 16

4
= 1.42
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(iii) 75% of demand is below what value?

75% of demand below some value means that we are looking for the 75th percentile =⇒ p = 0.75.

η(0.75) =
4 + 0.75 +

√
(4 + 0.75)2 − 16

4
= 1.83

(c) Compute E (X) and Var (X).

E (X) =

∞∫
−∞

x · f(x) dx

=

2∫
1

x · 2
(
1− 1

x2

)
dx

= 2

2∫
1

x− 1

x
dx

= 2

(
1

2
x2 − ln |x|

) ∣∣∣∣x=2

x=1

= 2

(
1

2
(22)− ln (2)

)
−

1

2
(12)− ln (1)︸ ︷︷ ︸

=0


= 2

(
3

2
− ln (2)

)
= 3− ln (4) [Recall: 2 ln (2) = ln (22) = ln (4)]

Var (X) = E
(
(X − µ)2

)
but it can get quite messy to compute:

∞∫
−∞

(x− µ)2 · f(x) dx

We can however use the fact that Var (X) = E
(
X2

)
− (E (X))2.

We start by computing E
(
X2

)
:

E
(
X2

)
=

∞∫
−∞

x2 · f(x) dx

=

2∫
1

x2 · 2
(
1− 1

x2

)
dx
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= 2

2∫
1

x2 − 1 dx

= 2

(
1

3
x3 − x

) ∣∣∣∣x=2

x=1

= 2

((
1

3
(23)− 2

)
−
(
1

3
(13)− 1

))

= 2

(
8

3
− 2− 1

3
+ 1

)

=
8

3

Var (X) = E
(
X2

)
− (E (X))2 =

8

3
− (3− ln (4))2 = 0.06262

(d) If 1.8 thousands of litres are in stock at the beginning of the week and no new supply is due in during
the week, how much of the 1.8 thousand litres is expected left at the end of the week? [Hint: express
the quantity left as a linear function of X.]

Let h(X) be the amount of gas left at the end of the week. Then h(X) = 1.8 − X. The expected
amount left at the end of the week is:

E (h(X)) = E (1.8−X) = 1.8−E (X) = 1.8− (3− ln (4)) = 0.18629

Question 2
Let Z ∼ N(0, 1). Compute the following probabilities:

(a) P (Z ≤ 2.15)

We look in row 2.1 and column 0.05.

This gives us a probability of 0.9842.

Therefore P (Z ≤ 2.15) = 0.9842.
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(b) P (0 ≤ Z ≤ 2.15)

The standard normal distribution is centred at 0 and is symmetric about its centre. We know that
the total area under a pdf must be 1. Then the area to the left of the centre of the standard normal
distribution is 0.5.

P (0 ≤ Z ≤ 2.15) = P (Z ≤ 2.15)−P (Z ≤ 0)

= 0.9842− 0.5000

= 0.4842

(∗) Note that for a continuous distribution, P (X ≤ x) = P (X < x). This is not true for discrete
distributions.

Question 3
Suppose the force acting on a column that helps to support a building is a normally distributed random
variable, X, with mean value 15 kips and standard deviation 1.25 kips. Compute the following probabilities.

From the question, we have that X ∼ N(µ = 15, σ = 1.25).

(a) P (X ≤ 15)

P (X ≤ 15) = P

(
X − 15

1.25
≤ 15− 15

1.25

)
= P (Z ≤ 0)

= 0.5

(b) P (|X − 15| ≤ 3)

P (|X − 15| ≤ 3) = P

(
|X − 15|
1.25

≤ 3

1.25

)

= P

(∣∣∣∣X − 15

1.25

∣∣∣∣ ≤ 3

1.25

)
= P (|Z| ≤ 2.40)

= P (−2.40 ≤ Z ≤ 2.40)

= P (Z ≤ 2.40)−P (Z ≤ −2.40)

= P (Z ≤ 2.40)− (1−P (Z ≤ 2.40))

= 2P (Z ≤ 2.40)− 1

= 0.9836
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Question 4
Suppose that only 75% of all drivers in a certain province regularly wear a seat belt. A random sample of
500 drivers is selected.

Let X be the number of people in the sample of 500 who regularly wear a seat belt. Then:

X ∼ Binom(n = 500, p = 0.75)

The probabilities that we wish to calculate are binomial probabilities. Since n is very large, we do not want
to use the binomial pmf as it would be messy and time consuming. Since p is reasonably large, we can use
a normal approximation of the binomial distribution, but we must first check that np ≥ 10 and nq ≥ 10.

np = (500)(0.75) = 375 > 10 nq = (500)(0.25) = 125 > 10

The conditions are satisfied. Then X will have an approximate normal distribution with parameters µ =
np = 375 and σ =

√
npq =

√
93.75 (≈ 9.68).

X
·∼ N(µ = 375, σ =

√
93.75)

When going from the binomial distribution (discrete) to the normal distribution (continuous), we must
make a continuity correction. This involves “widening” our desired interval by 0.5. For example, if we are
interested in P (X ≤ 200), the interval is:

X ≤ 200 or X ∈ (−∞, 200]

We cannot “widen” this interval on the left side so we widen it on the right side by 0.5. Therefore:

P (X ≤ 200)︸ ︷︷ ︸
X discrete

≈ P (X ≤ 200.5)︸ ︷︷ ︸
X continuous

(a) What is the probability that between 360 and 400 drivers (inclusive) in the sample regularly wear a
seat belt?

P (360 ≤ X ≤ 400) = P (X ≤ 400) − P (X < 360)

= P (X ≤ 400) − P (X ≤ 359)

≈ P (X ≤ 400.5) − P (X ≤ 359.5)

= P

(
X − 375√

93.75
≤ 400.5− 375√

93.75

)
− P

(
X − 375√

93.75
≤ 359.5− 375√

93.75

)
= P (Z ≤ 2.63) − P (Z ≤ −1.60)

= P (Z ≤ 2.63) − (1−P (Z ≤ 1.60))

= 0.9958 − (1− 0.9453)

= 0.9411
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(b) What is the probability that fewer than 400 of those sampled wear seat belt?

P (X < 400) = P (X ≤ 399)

≈ P (X ≤ 399.5)

= P

(
X − 375√

93.75
≤ 399.5− 375√

93.75

)
= P (Z ≤ 2.53)

= 0.9943

Question 5
The number of arrivals at a drive-thru window of a local bank follows a Poisson distribution with rate of 0.3
per hour.

Let X represent the number of arrivals in t hours. Then λ = α · t = 0.3t such that

X ∼ Poisson(λ = 0.3t)

(a) What is the probability that at least 2 hours will elapse between two successive arrivals?

Let T be the time (in hours) between two successive occurrences. Then

T ∼ Exp(λ = α = 0.3)

The exponential cdf is:

F (t) = P (T ≤ t) =

{
0 t < 0

1− e−λt t ≥ 0

The probability that at least t = 2 hours will elapse between these two successive occurrences is:

P (T ≥ 2) = 1 − P (T ≤ 2)

= 1 − (1− e−0.3·2)

= e−0.3·2

= 0.5488

(b) What is the average time elapsed between two successive arrivals?

If T has an exponential distribution with rate parameter λ then:

µ = E (T ) =
1

λ

Therefore µ = E (T ) =
1

λ
=

1

0.3
=

10

3
.
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