Tutorial &8

March 19, 2020

Question 1

The inside diameter of a randomly selected piston ring is a random variable with mean 12cm and standard
deviation 0.4cm. If a random sample of 32 rings are selected, what is the probability that their average

diameter will be between 11.9 and 12.17

Let X represent the diameter of a piston ring. From the question, it given that:
E(X) =12, Var(X) = 04% n =32

Since n > 30, by Central Limit Theorem,

S LN
0.4/+/32

P(119<X <121) =P (X <121) — P (X <11.9)

NP(X—IQ <12.1—12> _P<X—12 <11.9—12>
0.4/v/32 ~ 0.4/V/32 0.4/v/32 = 0.4/V/32

=P (Z<14142) — P(Z < —1.4142)

= 0.8427

Question 2
Let X1, ..., X,, be a random sample from a uniform distribution over [0, 6]. Let
. =Y =max (X, ..., X,).
(a) Compute the cdf of Y and conclude that the pdf of Y is

n—1
nyen 0<y<o

fly) =

0 otherwise

First note that X; ~ Uniform(0, ), each with cdf given by:



0 =<0
Fi(z) = P(X; <z) = % 0<z<4
1 x>0
fori = 1, ..., n. Then the cdf of YV is:
Fy)=P (Y <y) (Definition of cdf)

=P (max (X1, ..., X,) <)

If the maximum of a sample is less than or equal to some value y, then all elements of the sample are
less than or equal to the value y.

=P(Xi<y n...NnXn<y))
=P(X1<y)- ... - P(X,<y) (Independence)
=Ky - ... - Fay)

= (Fy(y))" (Identically distributed)

The pdf of Y is obtained as usual, by differentiating the cdf (with respect to y).

fly) = F'(y)
B y n—1 1
- (9> (9>
ny" ! 0<y<6
_) o ==
0 otherwise
(b) What is the pdf of Y = max (X1, X2, X3, X4)7
With n = 4,
4 3
S 0<y<0
f) 0
0 otherwise



(c) Show that 6, is biased, but that f, = 241y is unbiased.

We want to show that E(gl) is biased, i.e. E(@l) # 0. Note that the distribution of 6; is the
distribution of Y, found in (a).
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As E (51) £ 0, 0, is a biased estimator of .
To show that f; = ”T‘HY is an unbiased estimator of 6, we want to show that E (52) = 0. As we

have already calculated E (Y) (above), we do not need to calculate it again and can simply use the
properties of the expectation operator.

E(@) = E

~ <n—|—1y):n—|—1 n—&—l. n
n

Since E (6) = 6, 0> is an unbiased estimator of .

Question 3

Let X be the proportion of allotted time a randomly selected student spends working on a certain aptitude
test. Suppose X has pdf:

$0 X
f(x)_{wH) 0<z<1

o otherwise

where § > —1 is an unknown parameter. Suppose a random sample of ten students yielded the following
data:

092 079 090 0.65 0.86 047 073 097 094 0.77



(a) Find the method of moments estimator for § and compute the corresponding estimate for the given
data.

To obtain the method of moments estimator, we need to set the first population moment equal to the
first sample moment. Therefore, we should start by finding the first population moment, E (X).

o0

E(X) = /xf(x)dx
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:/(9+1)x"+1da;
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Now, we can equate the first population moment, E (X), with the first sample moment, X = % Yo X
and solve for our method of moments estimator, 6.
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Using the given data, T = 0.8. The estimate for 6 is:

~ T 0.8
’ 1-7 1-038 J

(b) Find the maximum likelihood estimator for # and compute the corresponding estimate for the given
data.

We start by obtaining the likelihood function. The likelihood function is the same as the joint density,
but is a function of 6 rather the z;s.

LO; x1, ..., xn) = flx1, ..., Tp; 0)

= H f(xi; 0) (Due to independence)



=@O+1)" (Hx,)

It is often easier to work with the log-likelihood, which is obtained by taking the (natural) logarithm
of the likelihood function.

00; z1, ..., xp) =In(L(O; x1, ..., zy))

—nln(+1) + 6ln (ﬁx)

i=1

I will not apply logarithm properties to rewrite In ([ ; ;) as > ; In (x;) since the former is easier
to punch into a calculator than the latter.

From elementary calculus, the extrema occur where the first derivative is equal to zero.

dﬁ

dv
s ~ 0
b {y_g
<— 7+1n T; = 0
(11
— b+1 = — "
ln(Hwi)
i=1
— 0 —n 1

In (}i xi) :

To verify that ¢ (5) is indeed a maximum, we need to ensure that the second derivative is less than zero
(concave-down) at 6.

d¢ n

ez~ (0+1)?

In this case, we don’t actually need to evaluate the second derivative at the point 9 since it can be
seen that the second derivative is less than zero for all values of 8 € © = {0 : 6 > —1}. Therefore,

—n

R
(1)
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is the MLE for 6. Using the given data, In ([[;"; 2;) &~ —2.4295. The estimate for 6 is:

" ~10
- 1=31
= 105 3116



